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GigaCampus tool boxes 
Managing 30 campus networks around Norway

� The tool boxes are servers containing a number
of management tools:
� NAV: Proactive network management
� nfsen: Netflow traffic analysis
� Stager: Netflow and Qflow
� Hobbit: Service monitoring
� tftp server, syslog server, radius server 

http://metanav.uninett.no

Stager

GC

� tftp server, syslog server, radius server 

� The tool boxes are placed on campus and used 
by the local IT staff.

� Management, tool enhancements, software 
upgrades, etc, is done by UNINETT.

� Free training in tool usage is given.

nfsen

http://software.uninett.no/stager/

http://nfsen.sourceforge.net/

http://hobbitmon.sourceforge.net/
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NAV – Network Administration Visualized

� Network management system 
developed by UNINETT and NTNU 
since 1999.

Key features
� Inventory information with topology

� topology autodetected
� L3, L2, per vlan

� Status monitor with alarm system� Status monitor with alarm system
� sms and email alarms 

� Client machine tracking
� based on ARP and bridge table data 

� Client machine detention
� Statistics and graphing 

Get NAV
� Free software – GPLv2
� Debian package ++
� Virtual appliance available

http://metanav.uninett.no/navappliance

http://metanav.uninett.no
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NAV users

� An estimated 35 universities and university 
colleges in Norway use NAV (nearly all)
� 30 of these local installations operated 

centrally by UNINETT
� Reported usage from universities and � Reported usage from universities and 

businesses in Italy, Romania, Russia, 
Switzerland, UK, USA and Denmark

� 188 subscribers to the nav-users mailing list

� Show:
� http://metanav.uninett.no
� https://launchpad.net/nav/
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NAV overview
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Start monitoring

� No device autodiscorery

� ”Seed” the database

� Inventory and topology
autodiscovery
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getDeviceData

� Plugin based SNMP collector
� Data is collected from devices in parallel, using 

threads
� Collects full inventory every 6 hours, by default

� Modules� Modules
� Serial numbers
� Softeware version
� Interfaces with attributes
� IP addresses and prefixes

� IPv4 and IPv6
� Module monitor plugin is invoked every hour, by 

default
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Physical topology
• ARP
• CAM
• CDP

Autodetecting the topology

Vlan topologyVlan topology
• trunks
• STP
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Withholding alerts

� Shadow

� Uses topology to see that a device 
is unreachable because of another 
device being downdevice being down

� Scheduled maintenance

� Purposely withhold alerts from 
devices on scheduled maintenance
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Implementation

� Began as hodge-podge mix of scripts

� First use Perl and PHP

� Add some Java� Add some Java

� Then some more Java

� Then throw in Python for good 
measure

� What a mess!?
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Development model

� Many summer interns (students)

� More than 30 people involved over a 
span of 10 years of development

� Always a new “favorite” 
programming language

� Turnaround is a problem for code 
maintenance
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Integration and cleanup

� Since 2003, new programming 
languages were forbidden

� Code cleanup, rewrites and 
encouraging API buildingencouraging API building

� Reducing number of languages

� PHP is out
� Perl is almost out (1 program left)
� Java accounts for nearly 50%, but 

is very slowly on its way out
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Active developers

� UNINETT

� 1 full-time employee (me)
� 4 part-time students

� NTNU� NTNU

� 1 person, 25% of the time
� University of Tromsø

� 2 people, ad-hoc
� University of Oslo

� Packaging for Debian GNU/Linux
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Development tools

� Launchpad

� Bug and specification tracking
� Mercurial

� Distributed version control� Distributed version control
� Emacs, Vim, Eclipse, etc.

� Sympa

� Mailing list software
� Dokuwiki

� Wiki-based web site
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Future plans

� Currently working on next-generation 
collection framework

� Working on improved environment 
and UPS monitoringand UPS monitoring

� LLDP support for topology

� Integrate Geomap

� SNMPv3 and/or Netconf
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Weathermap in NAV using OpenStreetMap

Trondheim

http://www.openstreetmap.org/http://metanav.uninett.no/

Oslo
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Measurement beacons
29 in operation, 12 more coming

• Throughput
• Packet delay and loss
• Multicast connectivity
• IPv6 flows
• Session intensity
• Available capacity
• Traffic behaviour
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Measurement beacons
29 in operation, 12 more coming

End user speed tests with Network Diagnostic Tool (NDT)
Verifies multicast connectivity
Measures one way delay, loss and jitter
Requires GPS time synchronization for optimal results (µsec level) 

Passive monitoring cards
Moniters traffic in/out of campus
Traffic quality
Security
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MPING
� Round trip 

measurements

NDT
� End-user speed test
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Stager

� Developed at UNINETT 
since 2002.

� Generic tool for storage, 
aggregation and 
presentation of network 
statistics
� Netflow analysis
� Round trip and packet 

lossloss
� Generic SNMP data 

gathering
� Qflow analysis

� Stores data in a postgreSQL 
database

� High performance

� Netflow database > 
1TB in size at 
UNINETT…

http://software.uninett.no/stager/
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The service monitor Hobbit

� Agent on servers that reports on the ”local” status
� Monitors CPU load, disk usage, memory, processes 

running and whatever you script ☺
� Servers are organized in groups. Alarms are showed 

on a per group basis. 
� Drill down to details of when an alarm occured and 

reported reason

http://hobbitmon.sourceforge.net/


